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Abstract

Over the last decade a variety of clustering algorithms have evol ved. However one
of the sinplest (and possibly overused) partition based clustering algorithmis K-neans.
It can be shown that the conputational conplexity of K-nmeans does not suffer from
exponential growth with dinensionality rather it is linearly proportional with the nunber
of observations and nunber of clusters. The crucial requirements are the know edge of
cluster number and the computation of some suitably chosen sinilarity neasure. For this
sinmplicity and scalability anong large data sets, K-neans renmains an attractive
alternative when conpared to other conpeting clustering philosophies especially for high
di mensi onal dommin. However being a determnistic algorithm traditional K-means have

sever al dr awbacks. It only offers hard decision rule, with no probabilistic
interpretation. In this paper we have devel oped a decision theoretic framework by which
traditional K-nmeans can be given a probabilistic footstep. This will not only enable us

to do a soft clustering, rather the whole optimzation problem could be recasted into
Bayesi an nodeling framework, in which the know edge of cluster nunber could be treated as
an unknown paraneter of interest, thus renoving a severe constrain of K-means algorithm
Qur basic idea is to keep the sinplicity and scalability of K-neans, while achieving sone
of the desired properties of the other nodel based or soft clustering approaches.
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